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A CHARACTERIZATION OF A NEW SOURCE ENTROPY

(*) (**)
B. FORTE and C.C.A.  SASTRI

,
Abstract. A new soutrce entropy was ntroduced necently” and was

shown, {ev discrete memornylfess channels, to be an {mprevement cver

the classical cne. Tt (5 shown hewe that this new entrnopy can be

character(zed by centain simple and natural prepentics.

Classically, in communication theory, sourcc entropy (for uny

channel) is deffned as follows: if Wl denotes the uncertainty as-

sociated with a message of length n, theii the source entropy is

H = 1im —— . A new source cntropy was introduced recently in

> n->w i

J2i: Let p  (n=0,1,2,...) bc thc probability that a message is of
length n and |i the uncertainty associated iiith a message given
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that it ic of length n. Then the cource entropy is

rH p
_ n n‘'n
L= o
Py

n

W characterize thic entropy, in effect, by characterizing the nume

rator, namely £ H . (Alte tivel regard H asthe
y LA pn ( ernatively, one can g % N pn

cource entropy and | ac the source entropy per unit length of the

mescage).

In practice all mecsagec, however long, are finite. The limit of

H

n .
5 ac n - hac been used because, a priori, the length of a mes-

cage ic unknown but could be large. For practical purpoces, Hn is
H
often replaced by _n_n for some maximal n. In that case, | gives

the came result if P, = 1 for the maximal n and O otherwise.

The principal advantage in adopting | for the source entropy in-
ctead of H_ is the foliowingz. Using the notation of [1], consider
a message of length n consicting of lettcrs from an alphabet of si

ze M. Define <Pe(n)>, the average probability of error per unit

length in cuch a mecsage by

1 .
noiky Peliom)

Sl

<Pe(n)> = F’e(n)

where Pe(i,n) denotec the probability of an error in the ith posi-

tion. Then define the average probability <P > of error per unit
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length (in an arbitrary meccage) by <P > = lim <PC(n)>. An example
Nn-»oo

wac given in [2] to chow that this limit doec not always exist. If,
however, the average probability of error per unit length 1s defined

E(P_(n)

% —Fm

, Where E denotec expectation, then it exictc whenever

E(n) < ». (The statisticc collected from past experience can be used

to ectimate the probabilities used in computing these expectationc.)

E(PC(H)J

For a discrete memorylece channel, replacement of <P > by ————
E(n)

and of i by I yields a better lower bound in the classical Fano

inequalityl

‘s

<P > log (M-1) + H(P ) > H - c,
e e = o] T
C
where C is the capacity of the channel, H the two-event shannon en-

tropy, e the time interval between source letters, and =t the

intervai between channel lettere. For details, the render is refer-
red to [2].

The aim of thic note ic to show that the new definition ic notad
hoc and in fact that it has certain "natural" properties which, con
vercely, characterize this new entropy. This is achieved by appea-
ling twicc to a theorem, proved in [3], charactcrizing the entropy
associated with a random vector. A statement and explanation of thc

theorem follows.

Let X = (X1,X2,...,X ) be a random vcctor with rcal components.
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Suppose that X1,X2,...,Xn are discrete random variables s.t. the
range of X. is (a.,,,a.,, ..., a, ). Denote the collection of ranges
117712 1m.1
L(n) ) Lo
by X = ((a, , ., .., A, ,2,...,n). Let the joint
probability dictribution be Hx(n) € Fm mo..om ? where
12 n
'm m,. .m_ = {m. . . > ). =1,2,...,m , 1=1,2, ,N
172 n SRS i, i
> 05 .z T = 1}
J172 In Tpdoedn Jqd2 In
(n) (n) . .
Let | (X ;T (n)) denote the entropy associated with X,
m1m2...m X

i.c., the uncertainty about which values its components take. Obser-
ve that this uncertainty can be regarded as the uncertainty associa-
ted with a message of length n, the ith character of which can be
any one of an alphabet of m. characters. To establish the correspon
dence, we nced anly set ai’j . iff the ith character of the mes
i
sage is the j,th character of the ith alphabet. Observe also that
thic entropy ic quite general in the sense that it could depend not

only on the probability distribution T but alco on the range

X(n)

X(n) (thc actual content for messages) and the sizes of the ranges

of the componentc of X (the lengts of the alphabets for messages).

Consider now the following propertiec for the entropy:
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1. SUB-ADDITIVITY
( N = k Lk =
m”ﬁ] m (X n)’ b )) = ]lil 1:1 m ('\( )’ h (k)) N
[REAR T ey X
- (n-k
I;n k) ) (X\n kJ; i ( k))
PUREREL y(n
where 1 and arc marginal distributions of [ de -
(k) (n-X) ) (n)
X X X
fined in the usual manncr,
(k) ] . .
( = B, o ] = 2o,k
X {(lll’lHZ' ’llmf) y 1,7 Jk T
n-k) .
X = .(di1, T i, , 1 = k+1,...,n;:

This property mecans that

two blocks, onc of length k and the other of

uncertainty about thc full message cannot be bigger

if a message of length n is divided

tength n-k,

into
then thc

than thc sum of

thc uncertaintics about thc two blocks. If, however, the two blocks
arce independent, thc uncertaintics should add up, i.e. the entropy
should have the [ollowing property.

2. ADDITIVITY

L“L m (X(”'; : (n) ;k$ (X(kJ’ g (k)J v

M N My emy N

-k
[X(n )

5

thc distribution I

whenever .
\(nJ

is the product of

its marginals
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I and TT

(k) (n-%k)

3. LOCAL SYMMEIRY

(2s)

For any positive integer s, let X = {(311""’arm ), i =
_ (s) _ - ,(s) _
= 1,2,...,2s}, X —{(aﬂ,...,aimi), i=1,2,...,8 , X =
= {(a‘“,aiz,...,aim.), i=s+1,...,2s}. Let ai+s,k = ai K (i=1,2..s,
k =1,2,...,m,) and assume that X(S) and X'(S) are independent.
Then
(2s) (2s) (2s) _T(h,K)
S s ,
I ) (X(ZS);HX(ZS)):Im m m_m,m m X A (2s) )5
m m,...n mm_..,.m 1727 s 12 s X
12 s 12 s
-> B b d h k
where h = (h1,hz,...,hs), k = (k1,k2,...,ks) (1 < i v Ky g mi)
T(h,k) . . . . .
and I is obtained from Il by interchanging the entries
X(Zs) X(Zs)
"™ oho...h k. k,...k 2" Tp % . kshih2...ps - NS property is a
12 s 12 s 12

technical necessity, but it can be motivated in commutation theory
as follows. Suppose that the sender of the message is a spy who

has infiltrated enemy territory and that the receiver 1is his employer.
Suppose there is an understanding between them that whenever he
sends a specific message it is meant to be another specific messa-
ge (of the same length). Clearly then the interchange of these mes

sage should not affect the uncertainty.
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4. BOUNDEDNESS.

For each q {0,1], let

.. . T = q,m and
Ty (ndqdye--dy hThZ"'h : k1k2"'kn = 1-q
X
LA . =0 otherwice).
)1_]2. . ._]n
i (n) (n)
For fixed X , let f 0 . .
h1h2...Jnkik2...kn(qJ denote the function
] n (n) .
that takes g to Im_ m....m (X o]t { ). Intuitively, we expect that
172 n X(n)
'F}(nr)m hk k. ..k (0xrT)
M2 b, gk, K (D=0, We shall require that there exict
rcal numbers Mh R k. .k
1 n 1 n
(ny ; (n)
f (@) > M vq €[0,1] .
h1h2...hnk1k2...kn = h1h2...hnk1k2...kn

Thic regularity property is a technical necessity

THEOREM3. If and only if Ifnh_. .m (X(n);n ) has Properties
1772 . n X(n) .
1-4, it has the following form:
Ién; m (x(n)’ﬂ m)” = T - " log m,
12 n X J1J2 Jn JIJZ Jn 172 Jn
Py g By B Eaqefigeeeand
(n)(x(n) S

where A is a non-negative constant, the B!S are arbitrary real-va
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lued fiinctions of their arguments and

Supp (L o= LG i i) |m. . . > 0,
X(n) 1°2 n Jdyeeidy
P;l) =1 I Iz o
4 8 g 49
! Jg Jp Jgg d Jp 172

n)
¢ being a function of its nrguments that satisfies 1-3.
Now consider a source which sends messages of arbitrar)’ but fi-

nite length.

L.et I denotc the probability that the length of a message will
be i and let I, denote the uncertainty nssocinted with a message

given that it is of length i. Let

1772
PH) _ {p1,p2’ i
It is natural to assume thnt the source entropy 1(1) for such a
source depends on gt and P(1J — indeed, it can be regarded as

thc uncertainty associated with the random variable which takes the

values i, ,H with probabilities P1,P,,... . lhus the cource

EREE
entropy I'1) (P(1’; H(1)) is nn example of the kind of entropy
characterized by the above theorem. bloreover, propertics 1-4 beco-
me meaningful for such an entropy when suitably intcrpretcd. For
cxample, sub-additivity mecans that if there are two sources sending
messages —say, two spies — and one regards them together as a sin-
gle source, then the source entropy of the composite source should

not excecd the sum of the source cntropies of the constituent sour

ces, with cquality holding when the two sources arc independent (ad
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ditivity). Similarly, local symmetry mecans invarinncc under the in
terchnngc of sources in specific instances. Finally, boundedness

on onc side is a weak rcgularity property — in fact it would be rca
sonable to assume that the sourcc entropy is non-ncgntivc. Al1l the-
se propcrties could be written down explicitly, but we shall not do

so for thc sake of brevity.

It foltows thcn fi-om the characterization thcoreni —with obvious

changes in notntion — that

0 = _ TR bl
TP H ) = - AT P log Py TOBURH,, LD,

+ G(H},H?,...; Supp (P(1)\’\

Suppose that in nddition to propcrties 1-4, I(”(p(”; H(H)

the following two propcrties:

P, =0 Vi # 1,2 then

=
0]

Property 5 implies that . = Bl(Hl’“7""i + G.

Hence
T P+ G=3 (B, +GP, = Il P
7 i i ‘T 171 ' i
SO
R AL R S P R TR
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Property 6 gives

H, = - Alog 2 +H

1 1

which implies that A=0. Thus we have

(v 1), _
IO H ) = DH P

The conditional entropies Hn can themselves be characterized by pro
perties 1-4 plus a few additional ones. For instance, in order to
recover the Shannon entropy, we shall assume the following in addi-

tion to properties 1-4

7. Hn depends only on the distribution Il () and not on the content
X
X(n)
8. For 1 ¢<h. , k. ¢m, _1<1igit,
i 1- =
: (n) (n)
lim f (q) =0 =f° .k_(0)
a+0* M 2...hnk1k2...kn h1h2...hnk1k2.. n

Observe that property 8 is a continuity property traditionally used

to eliminate the Hartley entropy.

Now properties 1-4 and 7 imply that

noom (
log . . +.L, . L B. P,
= Jl J

. L .M. ; . . L : ])+
Jgdoeesdy Jdorerdy Jlordy BN i

.(n)
G (Supp (I )
X(ﬂ?

1

where the B. are arbitrary constants and G(n) is a function of the
7
specified argument that satisfies 1-3. In particular we have
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I

fh b h k. k. ...k (q) - A(q log q+(1-q) log (1-q))

0= 3 B +c™ (hon ho),(k,,k kK ))
- z 1s Z"'*yn’ 1’ Z,"'an qd

Since this must be true for every choice of (h1,h2,...,hn) and

(k1’kz"--’kn)’ 6™ must be a constant for each n, and

=conct. = : B, s =1,2,...,n

BkS S s

Hence G(n) (Supp (T (n)) = -nB, whenever the cardinality of
X

Supp (T ) is 1 or 2.

X(n)

Let ﬂ'(n) and H"(n) be any two probability distributionc on

the same X(n)

Let

@]
i

Sup (1" )Y Supp (" )
X(n) X(n)

o)
1l

sup-(Il"' )/C
x(n)

D'

supp (II'" )/C

X(n)

By impocing propertiec 2,3 and 1 in that order on G(n)(Supp(H )

X(n)
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with a standard technique3 we obtain

(n) (n) .(n)

(](n)(I)')—G(nJ(D'UD”) < G(n)(DU D')-G (CuUDM) < G (D' UD")-G ("

By choosing 1' and 1" so that D" and D' have cardinality
x (M) X(n)

',

™ cuny -c¢™wcupm =0

Hence G(n) (Supp (11

(n))) depends only on the cardinaiity of
X

Supp (1 ). By choosing H”(n) so that D' = @ one can recognize
X -
that G(n)(Supp(H (n))) is a non-decreasing function of the cardi-
X

nality of Supp(n ) " A last recourse to additivity yields
X

6™ (Supp(m )) = - nB
Xn

for all possible v"alues of the cardinality of Supp ai n).
X

Hence

H =-A..2 . 7w . . log 7. . . +tnB o+ G(n) (Supp(T ))
. - el X(n)

= - A . X T, . . . .
Jdo-e -3y Jydpeeedy NPNPYRRN
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