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Abstract: In this paper, a bootstrap graphical method is developed as an 

alternative to the Bartlett and Levene tests to test the hypothesis on equality of 

several variances. An example is given to demonstrate the advantage of bootstrap 

graphical procedure over the Bartlett and Levene tests from decision making 

point of view. 
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1. Introduction 
 

Testing of equality of variances is of great interest in a number of research areas. Increasing 

uniformity is an important objective in quality control of manufacturing processes, in agricultural 

production systems and in the development of educational methods.  Procedures for comparing 

variances are also used as a preliminary to standard analysis of variance, dose- response 

modeling or discriminant analysis [2]. 

Let  njkiX ij ,,2,1,,,2,1,    represent k independent random samples of size n and we 

assume that  2,~ iiij NX   for ki ,...,2,1 . Since the k samples are drawn from k normal 

populations with different means and different variances, we wish to test the null hypothesis 
222

2

2

10 :   kH   against the alternative hypothesis that at least two variances are 

unequal. Bartlett and Levene tests are used for testing  0H  in the literature. These tests 

demonstrate only the statistical significance of the variances being compared.  In Sections 2 and 

3, we briefly review the Bartlett test and Levene test procedures [1] [2] [6] [8]. 
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Statistical inference based on data resampling has drawn a great deal of attention in recent years. 

The main idea about these resampling methods is not to assume much about the underlying 

population distribution and instead tries to get the information about the population from the data 

itself various types of resampling leads to various types of methods like the jackknife and the 

bootstrap. Bootstrap method [3] uses the relationship between the sample and resamples drawn 

from the sample, to approximate the relationship between the population and samples drawn 

from it. With the bootstrap method, the basic sample is treated as the population and a Monte 

Carlo style procedure is conducted on it. This is done by randomly drawing a large number of 

resamples of size n from this original sample with replacement. Both bootstrap and traditional 

parametric inference seek to achieve the same goal using limited information to estimate the 

sampling distribution of the chosen estimator̂ . The estimate will be used to make inferences 

about a population parameter . The bootstrap method is distribution free which means that it is 

not dependent on a particular class of distributions. With the bootstrap method, the entire 

sampling distribution of ̂  is estimated by relying on the fact that the sampling distribution is a 

good estimate of the population distribution [3] [4] [5]. In section 4, bootstrap method applied to 

testing of equality of several variances is explained. 

 

 

2. Bartlett test for equality of variances 
 

The Bartlett test statistic is designed to test for equality of variances across samples against the 

alternative that variances are unequal for at least two samples. Let  
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variance of i
th

 sample and the pooled variance is the weighted average of the sample variances 

and is defined as 
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where N=nk. The Bartlett test statistic is given by: 
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The variances are judged to be unequal if,  
2

1,  kT  where  
2

1, k  is the upper critical value of 

the chi-square distribution with k - 1 degrees of freedom and a significance level of  [1] [2] [8]. 

 

 

3. Levene test for equality of variances 
 

Bartlett's test is sensitive to departures from normality. That is, if the samples come from non-

normal distributions, then Bartlett's test may simply be testing for non-normality. The Levene 

test is an alternative to the Bartlett test that is less sensitive to departures from normality. 

Levene's test (1960) is used to test if k samples have equal variances. Let .
~

iijij xxz  ,   .
~

ix  is 
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the median of the i
th

 sample, 
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and N=nk then the Levene test 

statistic is given by: 
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The Levene test rejects the hypothesis that the variances are equal if  kNkFW  ,1 , 

where  kNkF  ,1  is the upper critical value of the F distribution with (k-1, N-k) degrees of 

freedom at a significance level  [1][6]. 

 

 

4. Bootstrap graphical method for testing of equality of several variances 
 

Let  njkiX ij ,,2,1;,,2,1,  
 
represent k available independent random samples of size n 

and the sample variance of the i
th

 sample is given by  
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for i=1, 2,...,k. 

Bootstrap graphical procedure for testing the equality of several variances is given in the 

following steps: 

 

1. Let  3000,...,2,1;.,..,2,1;,...,2,1,  BbnjkiYijb  represents the b-th bootstrap 

sample of size n, drawn from i
th

 available sample. 

2. Compute iby and 2

ibs , the mean and variance of b-th bootstrap sample form i
th

 available 

sample and are given by 
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3. Compute 
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,  b=1,2, …, B. 

4. Obtain the sampling distribution of sample variance using B-bootstrap estimates and 

compute the central decision line (CDL) as 
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5. The lower decision line (LDL) and the upper decision line (UDL) for the comparison of each 

of the 2

is  are given by: 
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where    
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1ms and 

 
2

2ms are the thm1  and thm2  order statistics respectively from the bootstrap estimates 2

bs , b=1, 

2, …,B and [x] represents the integer part. 

6. Plot 2

is  against the decision lines. If any one of the points plotted lies outside the respective 

decision lines, 0H  is rejected at   level and conclude that the variances are not 

homogenous. 

 

The proposed method is very useful in handling of small samples of size less than 30 and it 

depends only on the supplied information. This method not only tests the significant difference 

among the variances but also identify the source of heterogeneity of variances. 

 

 

5. Numerical example 
 

The data of the 20 observations on each of four process variables 4321  and ,, xxxx  under a 

chemical process are shown in upper panel of the Table 10-6 of Montgomery (2004, p538) [7]. 

The sample sizes are equal in this problem, and we have n=20, k=4 and N=80. We wish to test 

the equality of variances of the four variables by assuming that the observations have come from 

a normal population. For the given data 28.2and,39.9,92.0,01.1 2

4

2

3

2

2

2

1  ssss , we have 

calculated the test statistics of the Bartlett and Levene tests and compared them with the 

respective critical values at 5% level. The Bartlett test statistic value is 35.47 and the significant 

value at 5% level is 81.72

05.0,3  . Since the Bartlett-test statistic value is greater than the critical 

value, therefore we reject H0 at 5% level. The Levene test statistic value is 11.35 and the 

significant value at 5% level is   72.276,305.0 F . Since the Levene-test statistic value is greater 

than the critical value, therefore we reject H0 at 5% level. 

By applying the bootstrap procedure explained in Section 4, the LDL, CDL and UDL are 

obtained as 2.04, 3.24 and 4.62 respectively.  Prepare a chart as in Figure 1, with the above 

decision lines and plot the points  4,3,2,12 isi . From the Figure 1, we observe that 
2

3

2

2

2

1 and, sss lie outside the decision lines. Hence, H0 may be rejected and it may be concluded 

that the variances of four chemical processes are not equal. 
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Figure 1. Chart for equality of variances 

 

6. Conclusions 
It is observed that the conclusion is the same (H0 is rejected) in all the test procedures 

considered, but only the bootstrap graphical procedure gives additional information through 

Figure 1., that the process variables 321  and , xxx are responsible for this heteroscedasticity. This 

information may be useful for the experimenter for taking further decisions. The proposed 

method being a graphical procedure simultaneously demonstrates the statistical significance and 

identifies the source of heterogeneity. This bootstrap graphical test is more useful in particular, 

for small samples and when the observations have come from a non-normal population. 
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